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Abstract 

Virtual assembly systems to date have tended to rely on pre-defined associations 
with a set of operation as a means to automate the generation of assembly plans. 
Even with the introduction of glove-based devices and wands as interactive 
manipulation implements, these systems still rely on the classical assembly 
techniques such as proximity snapping, constraint and axis-assisted co-location to 
mate components together. Consequently, data relating to associated procedural 
and final operational assembly information becomes obscured. The loss of such 
precise details and fitting operations has implications downstream, for example, 
when robotic assembly instructions or manual instructions are required. This 
paper investigates the use of a free-form haptic virtual environment to generate 
assembly plans based on the user-object interaction information obtained during 
the virtual assembly. Using Gilbreth’s time and motion study this paper reports 
how such a classical method has been successfully implemented in identifying 
assembly operations, such as positioning and assembling. By analysing the therblig 
units associated with a process, unneeded movements can be eliminated to optimise 
a task and to generate an assembly process plan. 
 

Keywords: Assembly plans, assembly operations, virtual assembly, haptics, chronocyclegraphs, 
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1 Introduction 
Assembly is an important process in product development and accounts for a large proportion of 
the manufacturing cost (Shimon et al, 1997). An important consideration in an assembly process 
is the definition and quantification associated with the sequence of operations and time required. 
A complete assembly plan includes a set of instructions describing the sequence of operations, 
joining methods and materials, tooling, fixturing and relevant quality assurance procedures. 
Computer Aided Assembly Planning (CAAP) systems have emerged as a tool to accelerate the 
planning of building a component, but have not, in general, been successful even when the 
design has been carried out using a modern Computer-Aided Design (CAD) system (Dewar et 
al, 1997). One of the main reasons for this lack of success is that assembly is dependent on a 
great deal of expert knowledge which has proved very difficult to formalize. In order to improve 
the efficiency of the assembly planning, the automation of the assembly planning process is a 
research issue that has become popular in the last years.  
 
The use of virtual assembly environment tools has been studied more recently in order to 
provide three-dimensional input and stereoscopic viewing to perform, verify, and plan the 
assembly of components, and for training purposes. Virtual Reality (VR) environment has the 
potential to offer a more natural, powerful, economic, flexible platform than a traditional 
engineering environment to support assembly planning, (Ye et al, 1999, Brough et al 2007). 



Several investigations into virtual environments for design and assembly tasks have been carried 
out for many years. Many of these virtual manufacturing interfaces make extensive use of 
advanced computer graphics. However, screen-based CAD/CAM, which only stimulates the 
visual senses, has made actual physical contact during product development an increasingly rare 
occurrence. Engineers still find the sensation of handling a physical prototype or experiencing 
manufacturing processes useful and intuitive; indeed, hands-on experience reinforces the 
understanding of the physical, operational and visual aspects of engineered items (Lim et al, 
2007). To facilitate this, the sense of touch and kinesthesia have been introduced in computer 
based design and manufacturing environments by using haptic devices, (for instance, Howard et 
al, 2007; Garbaya et al, 2007). A haptic device enables manual force-feedback interaction with 
virtual environments or teleoperated remote systems. Force feedback haptic devices generate 
computer-controlled forces to convey to the user a sense of the feel of the virtual environment 
and objects within it. Designers can acquire the benefits of a digital process and yet continue to 
be involved with tactile design modelling (Sener et al, 2002). Force feedback devices, such as 
SensAble’s Phantom Haptic Device (Massie and Salisbury, 1994) has been a research topic in 
the development of advanced computer-aided design systems, gaming and other simulated 
environments. However, despite this potential of having force feedback devices, very little work 
has been done towards the development of haptic human-computer interface for assembly 
process planning. While most of the published work on VR applications with force feedback 
shows the benefits of haptics, they do not discuss the use of the information developed within 
simulations in the virtual environment to generate assembly plans. Generally, haptics remains as 
a facilitator in guiding spatial exploration rather than as an output of task planning and in more 
general terms, manufacturing information. The cognitive procedures related to assembly tasks 
during user interaction can provide information to generate the assembly procedures to construct 
a component.  
 
This paper introduces a new free-form haptic assembly planning system which allows the user 
to perform virtual assemblies with the sense of touch and kinaesthesia in a virtual environment. 
The system tracks the user-object interaction during the performance of the virtual assembly. 
This data obtained is plotted as a time-dependent profile describing motion together with 
position, orientation and velocity. Using Gilbreth’s time and motion study, the system generates 
assembly procedures that can be used for the real assembly of the component. Unnecessary 
movements can also be identified and therefore the assembly plan is optimized.  

2 Literature review  
The use of immersive haptic interfaces to enhance the design and manufacturing process has 
increased greatly in the last years. Various researchers have investigated sense of presence 
measurements, simulation validity and human performance, in an effort to assess the 
effectiveness of force-feedback virtual reality applications. A classic example relates to peg-in-
hole insertion operations. Rosenberg (1994) carried out an empirical study where participants 
were asked to execute a peg insertion task through a telepresence link with force-feedback. The 
results indicated that human performance was significantly degraded when comparing 
telepresence manipulation to direct in-person manipulation. However, by introducing abstract 
haptic overlays into the telepresence link, operator performance could be restored closer to 
natural in-person capabilities. Gupta et al (1997) investigated the benefits of multimodal 
simulation using virtual environment (VE) technology for part handling and insertion compared 
to conventional table-based methods, as presented by Boothroyd et al (2002). The results 
showed that assembly task completion time increased in proportion to the complexity of the 
assembly operations required. However, the measured times were roughly double those required 
to carry out the operation in the real world. Although they employ two haptic arms their study is 



restricted to 2D simulations of the insertion operation. Significantly for the work reported in this 
paper the authors speculate that one of the contributory factors to task completion time was the 
lack of co-location. Unger et al (2001) described an experimental arrangement for comparing 
user performance during a real and virtual 3D peg-in-hole task. The task required inserting a 
square peg into a square hole via a 6 DOF magnetic levitation haptic device and visual 
feedback. The goal was to understand human manipulation strategies. Bayazit et al (2000) 
reported that the lack of truly cooperative systems limits the use of haptic devices involving 
human operators and automatic motion planners. They presented a hybrid system that uses both 
haptic and visual interfaces to enable a human operator and an automatic planner to 
cooperatively solve a motion planning query. By manipulating a virtual robot attached to the 
Phantom haptic device a sequence of paths were generated and fed to the planner. Haptic 
interaction comprised of tracking user motion, collision detection between haptic probe and 
virtual objects, computing reaction forces, and force rendering. An obstacle-based probabilistic 
roadmap method was used in conjunction with a C-Space toolkit to filter the haptically 
generated paths and generate collision-free configurations for the robot. 
 
The sensory feedback capability of haptics lends itself naturally to tasks that require manual 
manipulation. Adams et al (2001) conducted experiments to investigate the benefits of force 
feedback for VR training of assembly tasks. Three groups of participants received different 
levels of training (virtual with haptics, virtual without haptics, and no training) before 
assembling a model biplane in real world environment. Their results indicated that participants 
with haptic training performed significantly better than those without. The HIDRA (Haptic 
Integrated Dis/Re-assembly Analysis) researched by Coutee et al (2001) is a test bed application 
focused primarily on simulation of assembly procedures with force-feedback. Their intention 
was to provide a development perspective relevant to haptically enabled simulations. The 
research efforts of Seth et al (2005) fall into the similar assembly/disassembly category of 
analysis via visualisation with haptic force feedback. These reported examples are particularly 
useful for applications that provide tactile information regarding assemblability at the design 
stage. However, there is little evidence of data logged in order to output assembly instructions.  
 
Recent research points towards developing architectures for collaborative haptic virtual 
environments (CHVEs). A VR assembly application called Virtual Assembly Design 
Environment (VADE) was developed to model parts behaviour by importing data from CAD 
software (Jayaram et al 1999) but without any force calculation. Some years later, the VADE 
system was extended to support the bouncing of parts when they collide with other parts (Wu 
2003). Wan et al (2004) and Zhu et al (2004) created a Multi-Modal Immersive Virtual 
Assembly System (MIVAS) which allows the user to feel the size and shape of a part by 
providing force feedback by means of a CyberGraspTM haptic device. Iglesias et al (2006) 
Collaborative Haptic Assembly Simulator (CHAS) is one reported work that investigates 
assembly/disassembly simulation of mechanical components in a collaborative virtual 
environment. The system has the potential to manage large assemblies; unfortunately, they do 
not appear to have stored and managed the history of movements. A review by Ferreira and 
Mavroidis (2006) on the application of haptics in nano robotics illustrates the advancement of 
VR and haptics. However, only the exploratory influence and the associated sensory advantages 
of tactile feedback are reported. A desktop haptic virtual assembly system has been proposed by 
Howard and Vance (2007). The proposed system has been designed as a design tool to evaluate 
assembly operations with some limitations such as the accuracy of the physical simulation 
between colliding geometries.     
 



While most of the published work on VR assembly applications with force feedback shows the 
benefits of haptics, they do not discuss the automatic generation of qualitative information 
derived from assembly plans (syntax or semantics) developed within simulations in the virtual 
environment. Moreover, CAD-based assembly operations generally rely on the mating, aligning 
and/or offsetting of the regular faces of each of the mating parts.  
 
Generally, haptics remains as a facilitator in guiding spatial exploration rather than as an output 
of task planning and in more general terms, manufacturing information. The objective of this 
work is to extrapolate the cognitive procedures relating to assembly tasks (and even tacit 
exploration of the virtual components) during user interaction will provide information to better 
a product’s design for manufacture and assembly (DFMA). 

3 System overview  
HAMMS (Haptic Assembly, Manufacturing and Machining System), has been developed as a 
test bed to investigate the user interactions and response while performing various engineering 
tasks in a virtual environment. The systems’ architecture is presented in Figure 1b.  
The hardware comprises a Phantom haptic device for interaction with the virtual environment, 
along with a pair of CrystalEyes® stereoscopic glasses for stereo viewing if required (Figure 
1b). The application is coded in C++ and comprises three key elements: 
• Haptics Interface: Sensable Technologies OpenHaptics® Toolkit (Sensable, 2008), which 

provides device control for the Phantom Desktop and Omni, and supports polygonal 
objects, material properties, and force effects. 

• Graphics Interface: The Visualization ToolKit (VTK, 2008) is used for rendering graphics, 
image processing, and visualization. 

• Physics’ Interface: AGEIA PhysX™ (AGEIA, 2008) technology provides the physics 
engine that includes an integrated solver for fluids, particles, cloth and rigid bodies.  
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(a) Schematic       (b) Hardware 

                                            Figure 1. HAMMS hardware and schematic. 
 
The HAMMS environment allows objects to have their physical state modified and 
user/device/object interactions logged with the results displayed in real-time as shown at the 
bottom of the graphical user interface (GUI) in Figure 2. The basic logged data comprises 
position, orientation, time stamps, velocity and an object index (or identifying number). The 
term therblig (Price et al, 1990) is used in the study of motion economy in the workspace. A 
total of 18 therblig units represent a set of fundamental motions required to perform a manual 
operation: Search; Find; Select; Grasp; Hold; position; Assemble; Use; Disassemble; Inspect; 



Transport loaded; Transport unloaded; Pre-position for next operation; Release load 
Unavoidable delay; Avoidable delay; Plan; and Rest to overcome fatigue.  
 

  

Green spheres 
represent 
wandering 

(therblig – find, 
rest) 

Large white sphere: -
Start wander 

(therblig – search) 

Blue spheres represent 
explorative interaction 

(therblig – inspect) 

Large blue sphere: - Start 
explorative interaction 

(therblig - select) 

Large red sphere: - Start 
control interaction 

(therblig – grasp, hold) 

Red spheres represent 
object control interaction 

(therblig – position, 
dis/assemble)  

Sparsely spaced 
spheres indicate 
higher velocity 

Cylinder A

Cylinder B: 
Original location

Cylinder B: 
Translated 

 
Figure 2. HAMMS user interface  Figure 3. HAMMS colour coded therbligs. 

 
Figure 3 illustrates the colour-coded therblig units adapted by HAMMS and its association to 
the logged data. To visualize the data stream, large spheres are used to signify the start of an 
event, while smaller contiguous spheres indicate the direction, speed, and location of 
exploration or controlled displacements. Green indicates search, find or rest. Blue represents 
selection and inspection. Red identifies control events such as grasping, holding, translation, 
dis/assembly operations. Velocity changes are indicated by the separation of the spheres, i.e. 
sparsely spaced spheres equate to higher velocity. The line joining all spheres is referred here as 
the motion-time-line (MTL). More details about the HAMMS system can be found in Ritchie et 
al (2008). 

4 Methodology 
To identify assembly operations an experiment was performed according to the following 
methodology:  
1. Component CAD models - these must have the dimensions and tolerances similar to the 

actual component, i.e. a gear pump in this case (Figure 4).   
2. Perform the assembly of the component in the virtual environment.  
3. Identify assembly procedures from the logged data. 
4. Perform assembly of the physical gear pump. 
5. Compare and correlate information obtained during virtual assembly and physical assembly. 
 

  
(a)     (b) 

Figure 4. Gear pump: components (a) Actual (b) Virtual. 
 



5 Results and discussion  
To demonstrate the effectiveness of HAMMS and the data log parser, a group of participants 
were tasked to carry out both physical and virtual assembly of a gear pump comprising five 
components (housing, 2 bushings, a large cog and a small cog, Figure 4). The overall 
dimensions of the pump are 14.5 × 11 × 17 cm. 
 
It is important to note that HAMMS is an unconstraint virtual assembly environment. CAD 
models uploaded may not be well-ordered before the assembly. In contrast to most CAAP 
systems HAMMS does not rely on proximity snapping, object-object co-alignment and other 
forms of programmatically assisted assembly functions. Instead HAMMS relies on the physical 
connotation that once a component is assembled, its geometry is constrained by the 
surroundings. As the rigid body comes to rest its dynamics are altered to ‘kinematic’ forming 
the ‘joint’ associated to the subassembly. Figure 4b shows the HAMMS virtual layout.  

 

     
         (a)                                                (b)                                               (c) 

     
          (d)                                               (e)                                               (f) 

Figure 5. Virtual assembly: (a) reposition housing (b) assemble bushing (c) assemble large cog 
(d) assemble small cog (e) assemble bushing (f) complete assembly chronocyclegraph. 

 
The virtual assembly begins with the repositioning of the housing (Figure 5a). Each individual 
assembly procedure (i.e. intent, motion and time) can be logged by the system and displayed as 
shown in Figures 5. Figure 5f shows the complete assembly chronocyclegraph illustrating how 
the participant manipulated the parts in order to complete the assembly task.  
 

 

 

 

 
Figure 6. Chronocycle of control therblig units and motion time line (MTL). 



The sparsely separated red spheres in Figure 6 infers speed and confidence of object interaction 
in HAMMS while close proximity spheres indicate careful orientation and final positioning 
associated to the intent of an assembly procedure. Additionally, the MTL length, shape and 
trajectory can also be used to detect user intent or confidence during the assembly. 
 
The logged data from the virtual assembly process is stored as a text file which is then used to 
extract and generate the assembly plan. This file contains information of the therblig units 
associated with the virtual assembly process. Since HAMMS logs every operation performed by 
the user, the text file can be huge. For this purpose, an automatic data parser has been developed 
to identify and extract particular assembly operations as described by the therbligs units. The 
parser also allows the filtering of unnecessary assembly motions for example, when the user is 
just wandering or when the user made a mistake during the assembly. Figure 7 details the 
assembly of the small cog part. The results clearly show that both the chronocycle data and the 
logged file can be used to identify individual assembly tasks and motions performed by the user 
during the assembly. These assembly details can further be used to automatically generate 
assembly plans associated to physical operations. Figure 7 also shows the correlation between 
the virtual and physical assembly operations as extracted by the parser.  
 
 

 

 
Figure 7. Identification and extraction of assembly operations from assembly planner logging. 

 
The physical assembly of the pump was carried out using the same layout of the parts depicted 
in the virtual environment (Figures 4). It has to be mentioned that since the haptic virtual 
assembly environment currently uses just one haptic arm, the real-life assembly was performed 
with just one hand in order to compare both assembly processes under the same conditions. 
Time measurements were taken while performing the assembly operations from the physical 
assembly.  
 
A more general process plan can also be generated from the logged data as shown in Figure 8, 
which also contains the assembly time obtained during the manual assembly process of the gear 
pump. Note that the position and orientation of each component in Figure 8 correspond to the 



final assembly location, and that the assembly process in real-world is faster compared to the 
virtual environment.  
 
 

HAMMS TRIAL ASSEMBLY PLAN    
  

Op. 
Num. W/Centre Assembly Instruction Tooling Assembly Time 

Virtual (s) 
Assembly 

Time Real (s) 

10 Assy 
Station 

Assemble Housing 
Pos(58.4883300,57.9209000,203.717230), 
Ori(-45.441740,-63.667560,-67.873010) 

Hand 
assembly 6.961 3.0 

20 Assy 
Station 

Assemble Bushing 
Pos(-38.544190,22.1121600,42.7273800), 
Ori(55.8205900,-89.920540,89.9831100) 

Hand 
assembly 14.672 12.0 

30 Assy 
Station 

Assemble Large Cog 
Pos(-45.852190,19.6320600,74.7069200), 
Ori(-24.664120,-86.972570,-89.210800) 

Hand 
assembly 9.672 5.0 

40 Assy 
Station 

Assemble Small Cog 
Pos(-57.745910,20.6709500,98.0864500), 
Ori(-57.073800,-89.651550,-89.787970) 

Hand 
assembly 12.719 6.0 

50 Assy 
Station 

Assemble Bushing 
Pos(43.4192370,75.5965990,157.523040), 
Ori(-55.059900,83.3759800,-95.860880) 

Hand 
assembly 17.797 9.0 

 
Figure 8. Assembly plan automatically generated from the virtual assembly logged data. 

6 Conclusions   
The notion of identifying assembly states associated to a set of procedural tasks has been 
successfully demonstrated using an unconstraint (free-form) haptic assembly planning system, 
data logging and data parser. It has been shown that by analyzing the chronocycle graphs and 
logged data, assembly operations can be identified and extracted to generate the assembly plan. 
Moreover, assembly operations can be optimised by eliminating unnecessary movements 
performed by the user during the virtual assembly of the component. Thus, precise assembly 
plans can be automatically generated with the proposed system and be used to perform the real-
world assembly.  

7 References 
Adams R.J., Klowden D., and Hannaford B. (2001): Virtual Training for a Manual Assembly 

Task, In Haptics-e, Vol. 2, No. 2, pp.1-7, http://www.haptics-e.org. 
AGEIA PhysX (2008). AGEIA, 82 Pioneer Way, Suite 118, Mountain View, CA 94041. 

Available: http://www.ageia.com. 
Bayazit O.B., Song G., and Amato N.M. (2000): Enhancing Randomised Motion Planners: 

Exploring with Haptic Hints. In Proc. 2000 IEEE Int’l Conf. On Robotics & Automation, pp. 
529-536. 

Boothroyd G., Dewhurst P., Knight W. (2002): Product Design for Manufacture and Assembly, 
2nd Edition. ISBN 0-8247-0584-X. 

Brough J.E., Schwartz M., Gupta S.K., Anand D.K., Kavetsky R., and Pettersen R. (2007):   
Towards development of a virtual environment-based training system for mechanical 
assembly operations. Virtual Reality, 11(4):189-206. 

Coutee A.S., McDermott S.D., and Bras B. (2001): A Haptic Assembly and Disassembly 
Simulation Environment and Associated Computational Load Optimization Techniques. In J. 
of Computing and Information Science and Engineering, Vol. 1, pp. 113-122.  

Dewar Richard G., Carpenter Ian D., Ritchie James M., Simmons John E.L., (1997): Assembly 
Planning in a Virtual Environment. In Innovation in Technology Management - The Key to 



Global Leadership. PICMET '97: Portland International Conference on Management and 
Technology, IEEE. 

Ferrieira A. and Mavroidis C. (2006): Virtual Reality and Haptics for Nano Robotics: A Review 
Study. In IEEE robotics and Automation Magazine.  

Garbaya Samir, Zaldivar-Colado U (2007): The affect of contact force sensations on user 
performance in virtual assembly tasks. In Virtual Reality, Vol. 11, No. 4, Springer. 

Gupta R., Whitney D., Zeltzer D. (1997): Prototyping and Design for Assembly analysis using 
Multimodal virtual environments. In CAD journal, Vol. 29, No. 8, pp. 585-597. 

Howard B.M., Vance J.M. (2007): desktop haptic virtual assembly using physically based 
modeling. In Virtual Reality, Vol. 11, No. 4, Springer.   

Iglesias R., Casado S., Gutierrez T., Garcia-Alonso A., Yap K.M., Yu W., and Marshall A. 
(2006): A Peer-to-peer Architecture for Collaborative Haptic Assembly. In Proc. of 10th 
IEEE Int. Sym. on Distributed Simulation and Real-Time Applications, pp. 25-34. 

Jayaram S., Jayaram U., Wang Y., Tirumali H., Lyons K., Hart P. (1999): VADE: A Virtual 
Assembly Design Environment. In IEEE Computer Graphics and Applications, Vol. 19, No. 
6, pp. 44-50. 

Lim T., Ritchie J.M., Dewar R.G., Corney J.R., Wilkinson P., Calis M., Desmulliez M., Fang 
J.J. (2007): Factors affecting user performance in haptic assembly. In Virtual Reality, Vol. 
11, No. 4, Springer.   

Massie T. and Salisbury K. (1994): The PHANTOM Haptic Interface: A Device for probing 
Virtual Objects. In ASME Winter Annual Meeting, DSC-Vol. 55-1, pp. 295-300. 

Price B. (1990): Frank and Lilian Gilbreth and the Motion Study Controversy, 1907-1930. In A 
Mental Revolution: Scientific Management since Taylor, Daniel Nelson, ed. The Ohio State 
University Press. 

Ritchie J. M., Lim T., Sung R.S., Corney J.R., Rea H. (2008): The Analysis of Design and 
Manufacturing Tasks Using Haptics and Immerse VR: Some case Studies’. In Talaba Doru 
and Amditis Angelos (eds.): Product Engineering: Tools and Methods Based on Virtual 
Reality, 507-522. Springer, Netherlands. 

Rosenberg L. B. (1994): Virtual haptic overlays enhance performance in telepresence tasks. In 
Proc. SPIE Telemanipulator and Telepresence Technologies Symposium, pp. 99-108.  

Sener B., Wormald P., Campbell I (2002): Evaluating a haptic modelling system with industrial 
designers. In Proceedings of the EuroHaptics international conference, Edinburgh, Scotland, 
pp. 165-170.  

SensAble Technologies, Inc. (2008), 15 Constitution Way Woburn, MA 01801 
(www.sensable.com). 

Seth A., Su H-J., and Vance J. (2005): A desktop networked haptic VR interface for mechanical 
assembly. In Proc. of IMECE’05 ASME Int’l Mech. Eng. Congress and Exposition, pp. 1-8.  

Shimon Y. Nof, Wilbert E. Wilhelm and Hans-Jürgen Warnecke (1997): Industrial Assembly, 
Chapman & Hall, ITP. 

The Visualization ToolKit (VTK) (2008). Kitware, Inc., 28 Corporate Drive, Suite 204, Clifton 
Park, New York 12065, USA. Available: http://www.kitware.com. 

Unger B.J., Nicoladis A., Berkelman P.J., Thompson A., Klatzky R.L., Hollis R.L. (2001): 
Comparison of 3-D Haptic Peg-in-Hole Tasks in Real and Virtual Environments. In Proc. of 
the IEEE/RSJ Int’l Conf. On Intelligent Robots and Systems, pp. 1751-1756. 

Wan H., Gao S., Peng Q., Dai G., Zhang F. (2004): MIVAS: a Multi-Modal Immersive Virtual 
Assembly System. In Proceedings of the ASME design engineering technical conference, 
Salt Lake City, Utah, USA.  

Wu Q. (2003): Colliding contact modelling in a virtual assembly design environment. 
Washington State University, Pullman.  



Ye Nong, Banerjee Prashant, Banerjee Amarnath, and Dech Fred, (1999): A Comparative Study 
of Assembly Planning in Traditional and Virtual Environments. In IEEE Transactions on 
Systems, Man, and Cybernetics—Part C: Applications and Reviews, Vol. 29, No. 4.  

Zhu Z., Gao S., Wan H., Luo Y., Yang W. (2004): Grasp identification and multi-finger haptic 
feedback for virtual assembly. In Proceedings of the ASME design engineering technical 
conference, Salt Lake City, Utah, USA.    

 


